Figure A child interacting
with the robot in our study.
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Abstract

Establishing common ground when attempting to disambiguate spatial
locations is difficult at the best of times, but is even more challenging between
children and robots. Here, we present a study that examined how 94 children
(aged 5-8) communicate spatial locations to other children, adults and robots in
face-to-face interactions. While standard HRI implementations focus on
non-ambiguous statements, we found this only comprised about 20% of children’s
task based utterances. Rather, they rely on brief, iterative, repair statements to
communicate about spatial locations. Our observations offer strong experimental
evidence to inform future dialogue systems for robots interacting with children.

1 Introduction

For children arriving in a new country, learning the language of their new home is an
important part of their integration. Proficiency in the language of the host country is a
vital condition for success at school. Even for children of migrants born in the host
country, this may be an issue if the language used at school cannot be reinforced in the
home. As tailored language classes are expensive and limited in time, we wish to
explore if robot tutors can be used to complement language tutoring. This is
encouraged by robots having been shown to be able to reduce anxiety in a second
language learning when acting as a peer [1]. However there is still much to be
considered when designing a robotic language tutor [5].

While most language tutoring systems
focus on the learning of nouns and verbs, we wish to
study the learning of spatial language instead: the
vocabulary and grammatical constructions serving
the communication of spatial relations. Spatial
language is particularly challenging, as the semantics
are often vague, context dependant and referent dependant. For example, in “the apple
next to the bowl” the spatial referent “next” does not have boolean membership, but
rather has a graded membership depending on the distance between objects and the size
of the objects. A typical assumption in Natural Language Interaction Systems (NLIS) is
that referring expressions (RE) are unambiguous descriptions of object locations and
that a linguistic interaction between a user and a computer system follows a quite
structured and clear interaction flow using unambiguous utterances . This might be
the case for spoken interfaces in banking systems or telephone ordering, but the
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Figure [2}The experimental
setup. A top down view show-
ing the position of the manipu-
lator and describer sitting oppo-

site each other with the “Sandtray”

screen in the middle. The experi-
menter is sitting to the side with a
camera recording the participants.

literature in socio-linguistics and dialogue systems show that language is much more
dynamic than NLIS typically allows for, and this is specifically prominent in spatial RE.

Socio-linguistics suggests that people do not tend to use fully specified RE. Instead,
they reduce the cognitive load by under-specifying the description and then rely on a
strategy of repair to correct misunderstanding if necessary [7]. Rather than this being a
one-way communication, it is a fundamentally social process. The person being
addressed is expected to be an active contributor to the process of reaching common
ground. Each participant in the conversation will contribute until a grounding criterion
is met [6], i.e. when each contributor to the communication believes that they have
understood enough for their current purpose. Pickering and Garrod |11 describe this
partial alignment of common ground as the natural way in which we communicate. Full
common ground is only necessary when there is difficulty reaching alignment.

Dialogue management systems have to take into consideration these under specified
statements. One assumption that often made in interaction between two agents is that
what is said by one, is how the other understands it. However this is not always true,
even in human-human interaction [10]. Instead, continuous communication can allow a
system to re-evaluate its belief state of the current environment, and the belief state of
other communicative agents. For spatial tasks they are able to use contextual language
to help with the positioning of an item [2]. Instead of complex statements that try to
pinpoint the exact location in one sentence, a series of much simpler statements is used.

By contrast, implementations of RE generation and understanding for use in
robotics often follow Gricean Maxims [9], such as the Incremental Algorithm [8]. These
algorithms focus on a single statement that eliminates ambiguity. While communicating
clearly and unambiguously about spatial references is one solution to the problem of
communicating about space, more recent systems also incorporate perspective
taking [12], which may alleviate the need for precise but verbose REs. With perspective
taking we do see a more interactive approach. But this process still relies on reaching
full alignment by eliminating ambiguity.

Our present study provides real-world data of children establishing common ground
in the natural course of playing a game. We observed them either interacting with other
children, with adults or with a robot using a Wizard of Oz setup. The study provides
opportunities for the children to use a large set of spatial language, perspective taking
and establishing a common point of reference, whilst being easy to replicate.

2 Study Design

We collected data from 94 children
between the ages of 5 and 8. They were assigned
to one of three conditions: child-child, child-adult
or child-robot. For the child-child and child-adult
conditions children from two different schools
L) - were used. They participated during the day
at their school in a room for individual teaching.
In the child-child condition two children
‘ Manipulator from the same class participated together. In the
Experimenter child-adult condition a child participated with an
7 experimenter. Those in the child-robot condition
were recruited from register held by the Babylab at the University of Plymouth.
Following a sandbox paradigm [3], one child and a partner (child, robot or adult) are
sitting on opposite sides of a large touchscreen (Fig. . The screen presents a
background with different areas: a castle, a desert, two rivers with bridges, a lake, two
beaches and many bushes or trees.
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Figure [BlAn example of the
reference map given to a
child to describe. The eight
items (face, crocodile, elephant,
zebra, hippo, lion, giraffe and ball)
are shown in the desired location
that they need to be moved to.
The child describes the position
on his map for an agent to manip-
ulate into the correct position.

Figure Break down of on-
task statements. Ambiguous
descriptive statements were a sig-
nificantly higher proportion than
the other statement types.

One agent, hereafter called the describer, has to guide the other agent, called the
manipulator, to move items on the touchscreen to a desired location. The describer is
provided with a reference map, which is kept hidden from the manipulator, with the
desired position of eight items (Fig. [3).

While it has been shown that pointing can influence the words used , the task
could be easily completed without words if gestures were allowed. As we were focused
on the language being used, the describer was instructed not to use pointing gestures. If
children attempted to use pointing they were reminded that this was not allowed.

.‘ . ° The touchscreen presents a background
S I d with different areas (Fig.[3). Eight movable
@ items have to be moved to specified locations

® on the map. The reference maps were designed
to elicit a number of different ways to describe
the position of objects. Some objects were facing
a particular direction, to encourage locutions
like ‘in front of’ or ‘behind’. Features, such as the
bridges and bushes, were repeated so as to require disambiguation. Verbal
disambiguation was also elicited by the relatively small size of the screen, which limits
the effectiveness of joint gaze to identify the correct location for an object.

In the case of the child-child and child-adult conditions, after the first map was
completed, the role of manipulator and describer would be swapped. In the case of the
child-robot condition the child would be invited to describe the second map. The robot
itself would appear to move objects around the touchscreen via the use of a Wizard of
Oz control interface, held by an experimenter. The experimenter is able to move an
object on their interface, the robot would then move its hand to point at the object and
then move its hand to point at the target location, with the object moving with it.

3 Results

For statistical power reasons, we focused our current observation of results on the
child-child interaction (Child-Child=60, Child-Adult=26, Child-Robot=8), while
providing more qualitative observations of the other conditions in the discussion.

We observed an average of 7.12 (SD=7.50) repair statements used per round (one
round consisted of one map with eight objects to be moved). The SD shows large
inter-personal variations. There were comparatively few cases of repair statements
requiring spatial perspective taking (M=0.56 per round). Despite being told not to use
them, there was an average of 2.43 (SD=3.03) pointing gestures used per round.

We took all the on-task statements
from a sample of 10 child-child sessions,

] giving us data from 20 children. The statements
} T were divided into the following categories:

. { Ambiguous-Descriptive (statement refers to more
v g g than one location e.g.’the zebra is on a bridge’),
(2N ) : Contextual (statement following from previous

] TN statements, that would make no sense to a third

gf:gg;gg; Contextual  Negation AmngEOUS person entering the conversation e.g. ’the other
Statement Type one’), Negation(statement indicating that it is an
incorrect location with no further description e.g. 'no’), Non-Ambiguous (statement that
describes only one possible location e.g. the crocodile is in the big lake’) and Pointing.

On average Ambiguous-Descriptive statements were used 38.6% of the time,
Contextual in 13.1%, Negation in 9% and Non-Ambiguous in 23.2%. Using a Welch
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two-sample t-test we find that the Ambiguous-Descriptive statements are used
significantly more than any other type of statements, and Cohen’s d test shows a large
effect size in each case (Contextual: ¢(38) = 4.2, p < .001, d = 1.34; Negation:

t(38) = 7.8, p < .001, d = 2.48; Non-Ambiguous: #(38) = 3.7, p < .001, d = 1.17).

4 Discussion

Our observations show that interactions between children (and between children and
robots) are highly dynamic, fast-paced and relying on the situatedness and embodiment
of the conversation partners [4], very unlike the “walkie-talkie exchanges” typically used
in Human-Robot Interaction. Between children, as soon as the manipulator has enough
information to make a guess they will often start moving the objects, without waiting
until enough information is given as to be non-ambiguous. This has two possible
outcomes: either they guess right, or it causes the describer to generate a repair
statement. It also appears that typically it is easier for the describer to let the
manipulator start moving the objects — knowing that the position they described is
ambiguous — so that they may then generate a short, easily understood, repair, reducing
the cognitive load. In fact we see that the robot’s inability to change course after it has
started moving an object caused frustration to the child describing.

In the child-robot condition there appeared to be a reduction of the repair
statements when the robot moved items incorrectly. This could be caused by many
factors, such as the children feeling more nervous with the robot, the expectations they
have of its abilities and the absence of some basic social cues, such as back channelling
and lack of eye contact, all of which made the interaction laborious.

Pointing was still prevalent, despite it being disallowed and discouraged (even the
experimenter was found pointing or indicating directions). Future work could look at a
different methodology to encourage the combination of gestures and language.

5 Conclusion

Counter to many implementations that seek to eliminate ambiguity entirely, we find
that children tend to use many ambiguous statements when describing the location of
objects. As such the robot, when being given RE, must expect ambiguous statements. It
should not wait for further information, but rather start acting on the information it
has, as this will also assist in the process of description. This also means that the robot
should be prepared to react quickly to repair statements by enabling it to diverge from
its current action to take into account the new information.

This also means the robot should be allowed to be ambiguous in its descriptions. This
may be beneficial to reduce processing requirements for the robot itself, but also may
help reduce the cognitive load for its conversational partner. When doing so, the robot
should monitor closely the reaction of its partner, and be prepared to provide timely
repairs to lead the implicit, interactive disambiguation process.

Our next steps are to implement a more interactive robot to collect more data with
children interacting with the robot. Using this data we will be able to build an effective
framework for natural spatial communication between children and robots.
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