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ABSTRACT

Social robots have shown promising to support both the learning process and the subjective learning
experience in educational tasks. However, limitations on the system’s components (e.g., speech
recognition errors) limits their potential. In this paper, we propose a method that leverages the learner
to correct robot mistakes in a second language learning activity with a social robot. This approach
takes advantage from the participation of the learners to correct any probable robot mistakes. We
describe the proposed study as part of a second language learning practice with a social robot. We
evaluate what are the implications from the user perspective and the efficacy of the proposed method
in educational interactions.
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1 Introduction

Educational robots can generate positive effects in both the learning outcome and the affective state of a learner [1].
However, failure of system components, such as automatic speech recognition or emotion classification, have limited the
potential of such robots [1]. A common solution to reduce these errors employs human controllers to manage different
aspects of the robot behavior, i.e. Wizard-of-Oz setups, but this option is less reproducible and removes the expected
autonomy of a robot. Alternatively, researchers often constrain the level of interaction or means of communication, e.g.,
using screens or buttons to collect user responses, to minimize communication errors. However, such decision may
limit the naturalness of the interaction.

The solution for these inconveniences is non-trivial, as social robots in education need to make decisions that support
the learning process, in addition to sustaining an engaging interaction. Inappropriate behaviors, e.g. timing actions,
may generate an adverse effects, like distracting the student [2, 3]). Therefore, in educational settings, robot behaviors
require robust implementations that may surpass the common state-of-the-art results in interactive technology. Current
solutions, like fine-tuning automatic speech recognizer systems to the intended users, are often practical remedies, but
not efficient or error-proof.

We propose a different approach that could reduce communication errors with educational robots. We use a multi-learner
interaction (i.e. more than one learner in addition to the robot) that enables the robot to take advantage of the learners by
redirecting an action when it is confused on what decision to take. For example, the robot may refrain from answering
a question when uncertain about the response, and instead prompt another learner to intervene. Furthermore, if the
robot is uncertain about the state of the interaction, it may also request a non-active learner to evaluate the robot’s next
actions, e.g., "would you say A or B now?", where A and B corresponds to the best ranked next dialogue acts. This
behavior can be both direct and indirect. For example, instead of verbally asking a learner, it could use gestures or other
non-verbal expressions to hint a certain request.



A PREPRINT - FEBRUARY 18, 2021

2 Background and Research Questions

Robot failure in human-robot interaction has been extensively studied in previous works, for a comprehensive review
we suggest to read [4]. However, the implication of robot failures in educational environments has attracted less interest.
We can assume that when the robot takes the role of a tutor, there is a higher expectation on it’s functionality, as
shown by Alves-Oliviera et. al. [5]. In that study, children expressed a high expectation on the robot’s capabilities,
but also indicated that these expectations were satisfied. However, the system was partially controlled by a human
and all communication was realized through a touch screen. Hence, communication errors may not have influenced
the outcome. On the other hand, when the robot assumes a different role, this expectation may be less rigorous. For
example, Takana et. al. [6] showed that when a robot is presented as a peer, the robot could be expected to make
mistakes and these errors could actually be used to encourage learning. Nonetheless, more research is required to better
understand the effect of unexpected mistakes in human-robot interaction with educational content.

In particular, the aspect of verbal communication is an important element for social robots designed for education
and requires careful design to avoid unintentional expectations [4]. Cha et. al. found that robots who displayed
conversational skills were perceived as less capable than robots that only use functional speaking after they made a
mistake [7]. However, as mentioned before, simple verbal commands may sometimes limit the natural interaction that
can develop in educational settings. For example, learners are often interested in additional information or query for
explanations. Therefore, while a full conversational system is not suggested, educational robots should attempt to
develop interactions that extend to more than just functional commands.

With these considerations, an alternative approach to avoid communication mistakes may come from allowing the robot
to elicit a reaction from one learner when the robot is uncertain. In educational settings, this option could be build under
the paradigm of constructive education. In this process, active participation is necessary and forms the means by which
a learner acquires knowledge [8]. Furthermore, considering the current tendencies to create collaborative environments
[9], this alternative would just boost cooperation among learners. Our assumption, then, implies that the solicited action
for the learner should be considered another form of participation, even if the learner is not ready to intervene. Related
work on cold-calling students during a discussion (i.e., unpredictably getting called to answer a question) has shown
that these actions do not make students feel uncomfortable and actually generate more participation over time [10]. A
particular benefit is also found from the easiness in which learners share idioms to communicate effectively, which does
not translate to interactions with tutors [11].

Building on this background, we will attempt to explore the following research questions:

• Q1: Can verbal communication errors be reduced in robot assisted education by eliciting the intervention of a
non-active student when the robot is uncertain on what to say?

• Q2: What is the perception of a student that interacts with a robot that solicits intervention from another peer
when it is uncertain (i.e. effects on affective behavior)?

3 Design

In order to explain the method we present in this paper, we employ the next two sample cases. The first scenario, shown
in Table 1, evolves from a practice conversation developed between a social robot and two second language learners
[12]. The second case, shown in Table 2, resembles interactions in a vocabulary practice game between a social robot, a
native speaker and a second language learner.

Table 1: Sample case: practice conversation in personal topics.

Subject Verbal Interaction Robot State Robot Action

...
Learner 1 I enjoy listening to <music> Positive utterance Use positive expression
Robot That’s very interesting.
Learner 1 Like <homeland artist>, do you now? Uncertain, ASR confidence Other learner intervene
Robot What do you think Learner 2?
Learner 2 I don’t know them, but I like <music> too! Positive utterance Use positive expression
Robot Very nice, tell me more.
...
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Table 2: Sample case: practice vocabulary word (i.e. baseball) in a guessing game.

Subject Interaction Robot state Intervention Required

Learner 1 This is a sport played with a ball. Guess <sport> Say guess
Robot Is it soccer?
Learner 1 No, I played it yesterday with <not recognized> Uncertain, ASR confidence Other learner intervene
Robot What do you think Learner 2?
Learner 2 Yes, a ball and a bat Guess <sport> Say guess
Robot Is it baseball?

3.1 What is the context to your research?

We center our research on language learning. As this setting is heavily dependent on verbal communications, we
can evaluate the proposed approach as a holistic solution. Research in robot assisted language learning (RALL) has
increased considerably over the last decade [13]. Nonetheless, the performance of automatic speech recognition
systems can easily fail to produce accurate results when the user population differs from the one used to develop the
technology, e.g., children [14]. Consequently, it is highly probable that interactions with non-native learners will cause
communication errors. In our proposed study we will employ a vocabulary practice game and a conversation practice
setup for Swedish language learners. In both scenarios, the robot takes the role of a native speaker, but not necessarily a
tutor.

3.2 Who are your learners?

Our work focuses on young-adults or adult learners of Swedish second language. In order to produce a minimal
progression of spoken interactions or short conversations, the language learners need to be at intermediate level of
speaking proficiency. Furthermore, it is preferred that learners don’t surpass an advanced level, as the practice activity
may be less engaging for them [12]. Therefore, according to the Common European Framework of Reference for
Languages (CEFR) [15], the participants should have a minimum Swedish proficiency level of A2 (low-intermediate),
but no higher than C2 (advanced).

3.3 What are the learning objectives?

The outcome of vocabulary or speaking practice can be measured as an improvement in (spoken) language production,
e.i., the amount of coherent speech that a learner generates on its own over a period of time. Intuitively, the new
vocabulary words should be part of this speech. From this perspective, the proposed method (i.e., to avoid communication
mistakes) should enable the learners to practice more words and expressions in conversation that does is not easily
interrupted by systematic mistakes.

3.4 Where is the learning occurring? (home, school, elderly facility . . . )

The setup of these experiments is not limited to classical classroom environments. However, as these are designed to
include at least two learners, we can assume that the experiments will take place in educational centers.

3.5 What robot do you use and why?

We will use the anthropomorphic robot-head Furhat [16]. This robot platform can be used to develop spoken interactions
with multiple users while incorporating other forms of non-verbal communication, e.g., nodding, back-channels or
facial expressions.

4 Assessment

4.1 What methods do you plan to use for the assessment?

A clear evaluation of language production is hard to define for practice activities. A practical solution, in the case of the
conversational practice, can be formulated in similar terms to the evaluation metrics of dialogues systems. Therefore,
the practice conversation could be measured on the mean length of utterances (MLU), the total length of utterances,
and the number of turns in the complete conversation. Furthermore, vocabulary practice can be measured through
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the correct use of the intended vocabulary. We can use standard pre- and post-test to evaluate vocabulary retention or
measure their use during the conversation. Finally, to evaluate user perspectives we can employ a modified version of
the "Goodspeed" questionnaire or similar methods.

4.2 How do they map with the learning objectives?

It was hard to define this mapping, as evaluating the learning performance is not an easy task for practice conversations
or vocabulary practice. We hope some discussion among peers attending the workshop would be able to shine some
light on this manner.
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