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ABSTRACT
For robot tutors, autonomy and personalizations are important fac-
tors in order to engage users as well as to personalize the content
and interaction according to the needs of individuals. �is paper
presents the Programming Cognitive Robot (ProCRob) so�ware
architecture to target personalized social robotics in two comple-
mentary ways. ProCRob supports the development and personaliza-
tion of social robot applications by teachers and therapists without
computer programming background. It also supports the devel-
opment of autonomous robots which can adapt according to the
human-robot interaction context. ProCRob is based on our previous
research on autonomous robotics and has been developed since
2015 by a multi-disciplinary team of researchers from the �elds
of AI, Robotics and Psychology as well as artists and designers at
the University of Luxembourg. ProCRob is currently being used
and further developed for therapy of children with autism, and for
encouraging rehabilitation activities in patients with post-stroke.
�is paper presents a summary of ProCRob and its application in
autism.
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1 INTRODUCTION
�ere has been an increasing level of a�ention in educational robot-
ics for the past 25 years [23], [15]. Most previous research use robots
as educational tools [16], [4]. However in some recent research
robots are proposed as tutors in classrooms [14], [10], [22].

�e teaching process is de�ned by four elements [2]: context
se�ing, class preparation, class delivery, and continuous improve-
ment. Developing e�ective robot tutors requires the incorporation
of the related know-how of professionals, perhaps most impor-
tantly the teachers, in the process. Such professionals o�en do
not have robotics and computer programming background. Con-
sequently, a crucial factor to advance in the �eld is to empower
teaching professionals to develop, adapt, personalize and control
robot tutor applications according to their desires in context set-
ting, class preparation, class delivery and to improve the se�ing
over time. However the application development for most robotic
systems today is only accessible to computer programming experts.
Such a system is a back-box in the eyes of teaching professionals.

In addition to user-friendliness for non computer experts, auton-
omy of robots is another important factor to build e�ective robot
tutors. A robot tutor has to maintain students a�ention, concentra-
tion and enjoyment along the session. Autonomy and adaptation
of the behaviors of a robot tutor during the interaction can be
useful for maintaining the engagement and enhancing the motiva-
tion and performance of students [11, 29]. Such behaviors include
verbal and non-verbal acts, for instance, addressing students with
their �rst names and showing di�erent facial emotions and body
gestures [11].

�is paper presents ProCRob, a multi-disciplinary work in progress
to support the development of autonomous and personalized social
robots and in particular robot tutors for children with special edu-
cational needs. �e ProCRob so�ware architecture is presented in
Section 2. ProCRob o�ers RobAPL which builds upon the state of
the art autonomous agent research to support the development of
autonomous robots. RobAPL was designed in our previous research.
�is paper reports its ongoing implementation as well as a visual
language which we have developed on top of RobAPL to support
the development and personalization of social robot applications by
non computer experts. A�er an overview of the ProCRob architec-
ture in Section 2, Section 3 describes the application of ProCRob in
an ongoing study on emotion regulation for children with autism
spectrum disorder. In this study ProCRob is used by therapists
without programming background to develop and run applications
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for the QT social robot. Finally, conclusion and future work is
presented in section 4.

2 PROCROB ARCHITECTURE
ProCRob is a so�ware architecture to support the rapid prototyping
and development of autonomous social robots. It also aims to make
social robotics inclusive by allowing �eld experts such as teach-
ers and therapists without computer programming background to
develop and use social robot applications for their work.

�e ProCRob architecture comprises three layers:
• Functional layer: is composed of a set of components im-

plementing robot’s action and perception capabilities and
processing algorithms. �ese includes recording and play-
ing robot body gestures, speech recognition, face recogni-
tion, object recognition and text to speech. �is layer is
implemented using ROS [21] and YARP [18], well-known
robotic frameworks which provide a large number of open-
source robot so�ware components and support the imple-
mentation of communication mechanisms among di�erent
components.

• Robot Agent Programming Language (RobAPL): supports
the development of autonomous robots at a high-level of
abstraction in terms of a robot’s goals, beliefs and plans.
�is layer implements the execution system of RobAPL, a
language which we previously designed to this end [32].

• RobAPL interface: supports the development and person-
alization of social robot applications by providing a user-
friendly visual programming language on top of RobAPL
for teachers and therapists who do not have any computer
programming background.

�e following presents a brief overview of RobAPL and its visual
interface.

2.1 Robot Agent Programming Language
A line of AI research has developed a family of Agent Programming
Languages [3] to support the development of autonomous agents.
Inspired by the Belief-Desire-Intention model of human practical
reasoning [9], these languages include components such as beliefs,
goals, plans, and plan generating rules. Each plan generating rule
speci�es a plan to reach a goal if executed in a speci�c belief state.
�e execution of an agent’s program implemented by such a lan-
guage is a cyclic process. Sensory information is processed, beliefs
and goals of the agent are updated, applicable plan generating rules
are applied and generated plans are executed. For example, a piece
of sensory information can be, “the face of Aida was recognized”.
By receiving this information, agent can update its beliefs, “Aida is
now standing in front of me”. It can also have a rule to react to this
event and execute a plan to greet her, “ Hello Aida” and to start a
dialogue system to interact with her.

While agent programming languages provide a suitable level
of abstraction and programming support for implementing au-
tonomous agents, they provide a limited support for sensory infor-
mation processing and plan execution control, necessary capabili-
ties to implement control mechanics of robots [33]. To provide a
be�er support for sensory information processing, we developed
the Retalis language for information engineering in autonomous

robot so�ware [34]. It is a logic-based language for processing,
aggregating, correlating, storing, querying and reasoning on �ows
of robot’s sensory data. Retalis supports the development of a social
robot to process and reason about its sensory data in semi real-time
to understand the situations of its environment, to record its knowl-
edge of the environment in memory and to query such knowledge
on-demand.

To provide a be�er support for plan execution control, we pro-
posed the Robot Agent Programming Language (RobAPL) [32],
being the main focus of this paper. RobAPL adapts and extends
PLEXIL [30], an expressive and well-de�ned robotic plan execution
language, for plan representation and execution in BDI-based agent
programming languages. PLEXIL o�ers a simple structure for plan
representation, a hierarchy of nodes with few syntactic constructs
to monitor and govern their execution. However it is one of the
most expressive plan execution languages unifying many of the ex-
isting ones. PLEXIL supports hierarchical task decomposition and
controlling and monitoring the plan execution at di�erent levels of
plan hierarchy. It also supports conditional contingencies, loops,
temporal constraints and �oating contingencies (i.e. event driven
task execution) in the task tree decomposition. PLEXIL has formal
semantics with modular operational semantics, making it easy to
modify and extend the language.

RobAPL extends PLEXIL by introducing basic execution nodes
for querying and manipulating the agent’s beliefs and goals in
the BDI architecture and presenting an operational semantics for
PLEXIL-like plan execution in BDI execution cycle. It also extends
PLEXIL to support pausing, resuming and pre-empting plans, per-
forming clean-up and wind-down activities when pausing, resum-
ing, pre-empting or aborting plans, and coordinating the parallel
execution of plans over shared resources. By adding an extended
support for plan representation and execution to the BDI archi-
tecture, RobAPL facilitates and simpli�es the development of au-
tonomous robots by providing an architecture and programming
constructs to specify a robot’s behavior in a compact way at a high
level of abstraction. Such support is necessary in order to build
social robots which can present autonomy and goal-oriented behav-
ior with a high level of variability in the interaction to increase the
engagement of their users. An example is a BDI-based conversation
management system where a relatively very small program has
been shown which can represent a coherent, goal-oriented dialogue
system with 2 million potential conversations [31].

RobAPL provides an extensive proposal for an agent-based lan-
guage for robotic applications. While the language is still under
implementation, we have developed a stable version of it, currently
being used in social robot experiments outlined in the next section.
�is version includes support for representation of robot plans con-
sisting of sequential and parallel actions of which the execution is
governed by their orders as well as external events. An external
event can be for instance the recognition of a face. �is allows
to represent a story application for our social robot described in
the next section. A story is a sequence of plays where each play
includes a text to be said by the robot, a gesture to be played by the
robot and an animation to be shown by the robot. �e execution of
sequential plays of a story is synchronized such that the next play
is executed only a�er and as soon as all three actions of the previ-
ous play were �nished (i.e. text-to-speech, play gesture and show
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animation). �e language also allows for instance to start a play
conditioned on the occurrence of an event. For instance, we have
developed a card game where the robot asks the user to choose and
show the picture of a speci�c animal. �en depending on whether
the robot sees the right picture or not, it execute di�erent plays.

Our implementation of RobAPL is in Prolog, a well-known logic
programming language. Prolog was chosen as it is the language of
choice for knowledge representation and reasoning in most BDI-
based agent programming languages. Prolog supports to encode
knowledge using a set of rules. For instance we have de�ned a taxon-
omy of things which robot can recognize, classi�ed into categories
of human and animal. �is provides robot with the knowledge of
which picture is a human and which one is an animal. For instance,
the start condition of a play can be, “if a picture of an animal was
recognized”. �en if the robot recognizes the picture of a cat, it
can infer from its knowledge that a cat is an animal, a picture of
an animal has been recognized and proceed with the execution
of the play. In addition, our Prolog implementation has a small
footprint which has proven to be great for rapid prototyping and
development.

2.2 RobAPL Interface
In order to enable teachers and therapists to develop and personalize
social robot applications, we have developed a visual programming
interface on top of RobAPL. �e interface is built using the Blockly
visual programming language [8] and is o�ered to users as an An-
droid application for tablets and smart phones. Blockly is similar to
the well-known Scratch visual programming language developed
by the MIT Media Lab. In Scratch, a computer program is imple-
mented using a set of visual blocks. Scratch has a large community
and has been proven user-friendly for computer non-experts to
learn and practice programming.

Blockly is a language developed by Google for building Scratch
like languages by supporting the creation of custom blocks. Em-
powered by Blockly, our Android app provides a set of blocks using
which non-computer experts can build complex robot applications.
Blockly-based programs are then translated into RobAPL source
codes to be executed on the robot.

An example of a custom block is a play-block shown in Figure 1
which has three �elds.

• Emotion-�eld: is a container in which a emotion-block is
placed. Our Android app provides a library of pre-de�ned
emotion-blocks, each representing an emotion such as sad
or happy to be shown by the robot’s face.

• Text-�eld: is �lled with a text message to be told by the
robot.

• Gesture-�eld: is a container in which a gesture-block is
placed. Our Android app provides a library of pre-de�ned
gesture-blocks, each representing a gesture such as wave-
hand to be performed by the robot.

Figure 1: Play-block in the RobAPL Interface

�ere is also another type of play-block which includes an audio-
�eld instead of a text-�eld. Audio-�eld is a container in which an
audio-block is placed, representing an audio �le to be played by
the robot. �e android app allows users to create custom emotion,
gesture and audio blocks. For instance, new audio and video �les
can be imported from the Android device storage or DropBox and
a simulated environment is provided to create new robot gestures.
A story application is built using a sequence of the two types of
play-blocks, example of which is shown in Figure 3. When this
program is executed, the Andoird app presents the user with a
control panel with 9 �ags. When the user presses Flag 1, the story
is played.

Figure 2: An example of a story in the RobAPL Interface

Figure 3: Corresponding RobAPL plan of Figure 2

Figure 3 shows the corresponding RobAPL plan for the story
application presented in Figure 2. In this �gure, Node 1 corresponds
to the purple block in Figure 2. �is node is in the waiting status
in which the start condition of the node, pressed(1), is monitored.
When Flag 1 is pressed by the user, this node transits to the ex-
ecuting state and then its children Node 2 and Node 3, the blue
play-blocks, transit from the inactive state to the waiting state. As
the start condition of Node 2 is true, it transits to the executing state.
Consequently, its children (Node 4, 5 and 6) transit to the waiting
state. As the start condition for all these three nodes are true, they
transit to the executing state and their associated commands are
executed in parallel. In this case, the robot shows the happy face,
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says “ I am really happy” and performs the happy gesture. Each
of these three nodes transit to the �nished state when the execu-
tion of their associated command is �nished. �e end condition
of Node 2 is when all of its three children transit to the �nished
state. �erefore when the three commands are �nished, Node 2
transits to the �nished state, making the start condition of Node 3
true and the robot starts playing the second play-block. Similar to
Node 2, Node 3 has also three children, Nodes 7,8 and 9, which are
not shown in the picture as they are similar to the children of Node
2 and are executed similarly. When these nodes are executed, the
robot shows the sad face, plays the audio �le ER2-005 and performs
the sad gesture. A�er all these commands are �nished, Node 3 tran-
sit to the �nished state, making the end condition of Node 1 true.
�erefore Node 1 transit to the �nished state and the execution of
the program is �nished.

Various other custom blocks have been developed supporting the
implementation of more advanced functionalities. For instance, the
card game application described in the previous section is developed
using the block presented in Figure 4. �is block represents a choice
among three branches of execution. When the robot’s execution
reaches this block, an external event determines what the robot
will do. If the robot sees the picture of a cat, the robot says, ”It is
a cat.” If what the robot sees is not a cat, the robot says, ”�is is
not a cat.” Finally, if the robot does not see anything for 5 seconds,
it says, ”I am waiting for an answer.” �is block also presents an
example of how our Android app facilitates supervised autonomy
of the robot. In this example, if the end user shows the picture of a
cat to the robot, the robot should say, “it is a cat”. It might be the
case however that due to the lighting condition, the robot cannot
recognize the picture of the cat. In this case, the �rst choice can be
enforced by pressing Flag 1 on the Android app control panel by a
user supervising the robot.

Figure 4: An example of a choice block

Our android app has been proven user-friendly in practice both
for developing applications and running the robot. Currently medi-
cal doctors and Psychologists of our team, without any computer
programming background, are independently in charge of program-
ming applications for therapy of children with autism, described in

the next section. �ey are also able to run and control the execution
of robot’s programs without support from the engineers.

�e RobAPL language has also proven developer-friendly in
our practice so far in terms of rapid prototyping and development
of custom blocks. �is provides a great advantage for our multi-
disciplinary work to quickly address the needs of therapists in
application development using the visual programming interface
to meet the deadlines. For instance, in the script of an application
made by a therapists, a choice block with nine possible branches
of execution was required. �anks to the developer friendliness
of RobAPL and its interface, the new block was developed and
integrated in the language within a few hours and the team met
the next day deadline of an experiment.

3 PROCROB APPLICATIONS
�is section presents a work in progress to use the ProCRob ar-
chitecture in an experiment for therapy of children with autism.
First, we will brie�y describe the robot platform on which we run
ProCRob.

3.1 Robot Hardware
For our research and development purposes we use prototypes
of QT, a commercial social robot from LuxAI1. QT is a humanoid
robot with an expressive social appearance. It has a screen as its
face, allowing the presentation of facial emotions using animated
characters. Figure 5 presents pictures of some of the QT’s animated
characters. �e robot has 14 degrees of freedom to present upper-
body gestures. Eight degrees of freedom are motor-controlled, two
in each shoulder, one in each arm plus pitch and yaw movements
of the head. �e other four, one in each wrist and one in each hand,
are manually con�gured.

Figure 5: QT’s animated characters and emotions

Figure 6 presents QT embodiment, it has a close-range 3D cam-
era (20 to 150 cm) mounted on its forehead and is provided with
a microphone array. QT is powered with an Intel NUC processor
and Ubuntu 16.04 Lts, supporting native compilation of programs
in Ubuntu, and is provided with a native ROS interface. Communi-
cation with QT is established by wi�.

1www.luxai.eu
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Figure 6: QR Robot

3.2 �erapy of Children with Autism
Autism Spectrum Disorder (ASD) is a neurodevelopmental disorder
characterized by de�cits in social communication, social interac-
tion, and by restricted and repetitive pa�erns of behaviors and
interests [1]. Many problems in ASD have been linked to di�-
culties in emotional reactivity and emotion regulation [26], [17].
Moreover, emotional awareness has been found to be linked to
some emotional disturbances in individuals with ASD [26], [5]. Fur-
thermore, children’s capacity to produce and recognize facial and
vocal expressions of emotions is a fundamental pre-requisite for
e�ective emotional ability [12]. �erefore, improving emotional
ability in children with ASD can be of paramount relevance for
their development.

Robots are promising tools for children with social interaction
di�culties such as children with autism spectrum disorder (ASD).
It has been shown that children with ASD prefer interactions with
robots over humans [25], [6], [19]. Robots provide novel sen-
sor stimuli which can stimulate children�s interest and a�ention.
Compared to humans, robots are more predictable, less confus-
ing, less complex, and less distressing for children with ASD[28].
Furthermore, some studies have shown that outcomes can be bet-
ter for robot-based therapies than for human-based therapies [25],
[27], [24]. Due to these characteristics, socially assistive robots
could be ideal tutors for emotional trainings with children with
ASD.

�erapists could also potentially bene�t from trainings using
socially assistive robots with children with ASD. A training which
is administered by a robot can reduce the therapist�s burden of
memorizing the contents in a standardized way and of adminis-
trating the same training to several children while following strict
protocols. �ere has been some research on using robots to increase
children’s emotional expression [7], [13], [20]. However to the best
of our knowledge no studies have so far examined the e�ectiveness
of using robots to train emotional abilities in children with ASD.

We are currently conducting an experiment with QT robot to
improve emotional ability in �ve domains of emotional ability in
children with ASD: facial and vocal production of emotions, facial
and vocal recognition of emotions, emotional reactivity, emotional
awareness, and emotion regulation. �e experiment is at pilot
stage, details of which are described in another paper, “socially
assistive robots for teaching emotional abilities to children with
autism spectrum disorder”, presented in the “Growing-Up Hand in
Hand with Robots” workshop of HRI 2017.

In this experiment, the QT robot acts as a tutor and fully admin-
isters the training. All instructions and interactions with the child
are provided solely by QT. However, interactions are controlled by
a therapist using the robAPL android app. Additionally, for some
exercises, printed images are placed in front of the child by the
researcher. Each session starts with a short introduction where
objectives and concepts are explained to the child in an age appro-
priate language. �en QT proposes several games where di�erent
aspects of emotional ability are trained. Each session �nishes with
a summary of what was taught during the session and instructions
for home practice are given.

�e QT robot in this experiment is fully programmed and con-
trolled using the RobAPL visual interface by non-computer experts.
�e visual interface is used to develop custom social robot applica-
tions according to the speci�c aim of each training session, in total
six training sessions with the robot for each child. Furthermore,
sessions are customized for each child. For instance, QT is greeting
each child by his/her name. Training sessions are conducted in a
Wizard of Oz setup due to the complexity of the child-robot inter-
action where in one of the games for instance QT has to recognize
the child’s facial expressions and provide appropriate feedback. In
order to have a smooth interaction and avoid potential mistakes
from computer vision algorithms, the robot’s feedback is controlled
by the therapist. �e visual interface provides a good support for
this by presenting a control panel to the therapist using which
he/she can control the robot’s course of execution at runtime.

While not used in this experiment, we have also developed vari-
ous demo applications to showcase the robot’s autonomy, for in-
stance, the card game described in Section 2.1. Our aim is to develop
autonomous social robots of which the educational content is pro-
vided and customized by �eld-experts, teachers and therapists, but
can autonomously interact with end users and adapts their behav-
ior according to the interaction context. Such a robot for instance
would be able to present a goal oriented behavior to teach a speci�c
skill to the child while analyzing the the child’s level of a�ention
and take appropriate courses of action to keep the child engaged in
the interaction.

4 CONCLUSION AND FUTUREWORK
�is paper presents a multi-disciplinary work in-progress on the
ProCRob so�ware architecture to support the development of au-
tonomous and personalized social robots, in particular, robot tutors
for children with special educational needs. We report on recent
implementation of the architecture including a visual programming
interface which enables teachers and therapists to develop and use
advanced social robot applications for their work.
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ProCRob is currently used to program and control the QT social
robot by therapists in an on-going study for emotion regulation
in children with autism spectrum disorder. An overview of the
study is presented and advantages of using ProCRob in this study
is brie�y highlighted.

Future work includes extending ProCRob to support the imple-
mentation of goal-oriented proactive social robot behaviors. Also
in addition to the on-going study presented in this paper, ProCRob
is currently being used to develop applications for the QT robot to
encourage post-stroke rehabilitation activities.
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